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@ When states are factored... © dea (two parts):

i. Apply a baseline skill discovery algorithm to
each state variable
This creates skills that control individual state variables

ii. Penalize changes to non-target variables
This ensures that skills only change their target variables
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Exploration: Side effects:
© skills should focus on specific e courtooms _rorageviors
state variables
Focused skills target and control specific state /
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Learning in downstream tasks:
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Details

Algorithm 1 Focused Variational Intrinsic Control
for episode = 1,..., M do

Sample s, fi the initial distributi
We can learn Sample okill - Fom o)

Follow policy 7. until termination state sp
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I for each target variable i of z d
fo C u S e d S kl I I S W It h a : . El;du[l(:;lfet ;l((uilllldiic/ri(r)ninzn?)r d; from (z, s%, s()

. . . i . endfor

I t k t t f . Calculate reward r = 37, log(di(z| sir, b)) — log(v(zls0)) — ls7 — sollxz
simple tweak to existing [
Reinforce option prior v/(+|sg) based on r

algorithms
: Original
Update the skill discriminator d from (z, sz, s¢)

: Calculate reward = log(d(z | s7, s0)) — log(v(2|s0))




