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Viewing memory as a state abstraction over 
trajectories helps classify POMDPs

2
Memory functions induce abstractions over trajectories.

4 Two additional findings:

With bounded reward, deterministic memory can approach stochastic memory

Stochastic memory may be strictly more powerful than deterministic memory

We can use state abstraction to 

define classes of POMDPs based on:

- Preservation target (π*, Q*, model)

- Stochasticity (deterministic, stochastic)

- Number of states (2, k)

- Quality (optimal, improving)

The state abstraction hierarchy holds!
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Remembering the entire trajectory turns any POMDP into a trajectory MDP.
1

Bakker's T-maze

But no one wants to use the entire history, so we use memory instead.


